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ABSTRACT: The ATLAS detector has been designed for operation at CERN’s Large Hadron Col-
lider. ATLAS includes a complex system of liquid argon calorimeters. This paper describes the
architecture and implementation of the system of custom front end electronics developed for the
readout of the ATLAS liquid argon calorimeters.
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1. Introduction

ATLAS [1] is a large general-purpose detector designed for operation at the Large Hadron Collider
(LHC) at CERN. The LHC is a proton-proton collider which will operate with a center-of-mass
energy of 14 TeV. A system of liquid argon (LAr) calorimeters forms one of the major ATLAS
detector systems. The LAr calorimeter system is composed of an electromagnetic (EM) calorimeter
covering the region of pseudorapidity jη j < 3.2, a hadronic endcap (HEC) calorimeter covering
1.5 < jη j < 3.2, and a forward calorimeter (FCAL) covering 3.1 < jη j < 4.9. These elements are
housed in three cryostats. The central (barrel) cryostat contains the barrel EM calorimeter (EMB),
which covers jη j < 1.5. There are two endcap (EC) cryostats, each containing one side of the
endcap EM calorimeter (EMEC), the HEC and the FCAL. Each element of the LAr calorimeter
system is segmented in depth: the EMB and EMEC each have four layers (presampler, strips,
middle and back), the HEC has three layers, and the FCAL also has three (one electromagnetic
layer and two hadronic layers). More details about the design, construction, and performance of
the calorimeters themselves can be found in reference [2].

As depicted schematically in �gure 1, the electronic readou t of the ATLAS LAr calorimeters
is divided into a Front End (FE) system of boards mounted in custom crates directly on the cryo-
stat feedthroughs, and a Back End (BE) system of VME-based boards located in an off-detector
underground counting house (dubbed USA15) where there is no radiation. The design and imple-
mentation of the BE system, which includes Digital Signal Processor (DSP) electronics for digital
�ltering of the readout signals in order to reconstruct the d eposited energy and other quantities, are
described in reference [3]. The purpose of this note is to describe the overall architecture and im-
plementation of the ATLAS LAr FE system. A subsequent publication will describe the measured
system performance of the overall ATLAS LAr readout.

This paper is organized as follows: An overview of the LAr FE electronics system is presented
in the next section. Then the various custom boards designed for implementing the readout and the
Level 1 (L1) trigger are described in sections 3 and 4, respectively. This is followed in section 5
by a description of the FE infrastructure. Sections 6 and 7 then describe the low voltage power
supply (LVPS) and high voltage power supply (HVPS) systems, respectively, followed in sections 8
and 9 by discussions of the grounding scheme and cable plant. Finally, a summary is presented in
section 10.

2. Overview of ATLAS LAr Front End electronics

Given the �ne segmentation of the ATLAS LAr calorimeters, a t otal of 182468 active channels must
be read out. The FE electronics faces demanding requirements [4], which include the following:
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Figure 1. Block diagram depicting the architecture of the overall ATLAS LAr readout electronics. The
lower box depicts the calorimeters installed in their respective cryostats. The central box illustrates the
functionality of the FE boards located in FE crates mounted on the cryostat feedthroughs. The upper layer
shows the off-detector BE electronics mounted in Readout Crates, as well as trigger and TTC (control) crates.

� the calorimeter signals must be sampled at the LHC bunch crossing frequency of 40 MHz.
The signals must be stored during the latency of the L1 trigger of up to 2.5 µs (100 bunch
crossings). For triggered events, the readout must be accomplished without signi�cant dead-
time for a maximum mean L1 trigger rate of 75 kHz.
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Figure 2. Diagram depicting the arrangement of LAr FE components, services, and infrastructure in the
vicinity of one FEC.

� the energy deposited in each calorimeter cell must be measured with a precision of better
than 0.25% at high energy. A dynamic range of � 17 bits is needed to cover the energy
range of interest, from a lower limit of � 10 MeV set by the noise levels up to a maximum of
3 TeV. The coherent noise over many cells must be maintained below 5% of the total noise
per channel.

� the time of the energy deposition in each calorimeter cell must be measured with a precision
of � 100 ps for high energy pulses.

� analog sums corresponding to L1 trigger towers of size ∆η � ∆φ = 0:1 � 0:1 must be deliv-
ered for use by the L1 trigger system.

Given the stringent noise requirements, the LAr FE electronics boards are placed in crates
mounted directly on the calorimeter cryostat feedthroughs, around the circumference of the calorime-
ter. Figure 2 shows the arrangement of the major components of the system in the vicinity of one
Front End Crate (FEC).

Figure 3 shows a photograph of one end of the EMB cryostat, in which a number of the
FECs are visible. The spaces between FECs are heavily used for the routing of cables and other
services to the ATLAS inner tracking detectors, so strict attention must be paid to staying within
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Figure 3. Photograph of one end of the EMB cryostat, taken in June 2007 during installation and integration
of the inner tracker endcap. The LAr FECs are visible around the circumference of the cryostat.

the envelope of space assigned for the LAr electronics. Thison-detector location demands many
additional requirements, including tolerance of signi�cant levels of radiation. Achieving a high
channel density and low power is important. The FE boards must be cooled to remove any heat
dissipated. Access is very limited, so reliability is a key concern.

The radiation tolerance issues required that all electronics components selected for use on the
detector be subjected to an extensive radiation quali�cation process [5]. This led to the devel-
opment of a number of custom Application Speci�c IntegratedCircuits (ASICs) in specialized,
radiation-tolerant semiconductor processes, and to a verylimited use of commercial components.
A number of ASICs were developed in the DMILL process [6], andseveral more using a commer-
cial 0.25mm “deep submicron” (DSM) process, but using a special library which was radiation
hardened through the use of a custom-developed enclosed transistor geometry [7]. Details of the
radiation quali�cation procedures and results will be outlined in a subsequent publication.

As was shown in �gure 1, the FE system includes Front End Boards (FEB), which perform
the ampli�cation, shaping, sampling, storage, digitization, and readout of the calorimeter signals.
Calibration (CALIB) boards inject precision calibration signals, and Tower Builder Boards (TBB)
and Tower Driver Boards (TDB) produce analog sums for the L1 trigger. The various boards in
the FECs require control signals for proper operation. These signals include the 40 MHz LHC
clock, the L1 Accept signal from the trigger, and other fast synchronous signals provided as part
of the ATLAS Trigger, Timing and Control (TTC) system [8]. Inaddition, most of the boards
need to be con�gured and monitored by writing or reading backthe values of various on-board
registers and other resources. A custom serial link known asSPAC (Serial Protocol for the ATLAS
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